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Combined frequency-tagging EEG 
and eye-tracking measures provide no support 
for the “excess mouth/diminished eye attention” 
hypothesis in autism
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Abstract 

Background: Scanning faces is important for social interactions. Difficulty with the social use of eye contact con-
stitutes one of the clinical symptoms of autism spectrum disorder (ASD). It has been suggested that individuals with 
ASD look less at the eyes and more at the mouth than typically developing (TD) individuals, possibly due to gaze aver-
sion or gaze indifference. However, eye-tracking evidence for this hypothesis is mixed. While gaze patterns convey 
information about overt orienting processes, it is unclear how this is manifested at the neural level and how relative 
covert attention to the eyes and mouth of faces might be affected in ASD.

Methods: We used frequency-tagging EEG in combination with eye tracking, while participants watched fast 
flickering faces for 1-min stimulation sequences. The upper and lower halves of the faces were presented at 6 Hz and 
7.5 Hz or vice versa in different stimulation sequences, allowing to objectively disentangle the neural saliency of the 
eyes versus mouth region of a perceived face. We tested 21 boys with ASD (8–12 years old) and 21 TD control boys, 
matched for age and IQ.

Results: Both groups looked longer at the eyes than the mouth, without any group difference in relative fixation 
duration to these features. TD boys looked significantly more to the nose, while the ASD boys looked more out-
side the face. EEG neural saliency data partly followed this pattern: neural responses to the upper or lower face half 
were not different between groups, but in the TD group, neural responses to the lower face halves were larger than 
responses to the upper part. Face exploration dynamics showed that TD individuals mostly maintained fixations 
within the same facial region, whereas individuals with ASD switched more often between the face parts.

Limitations: Replication in large and independent samples may be needed to validate exploratory results.

Conclusions: Combined eye-tracking and frequency-tagged neural responses show no support for the excess 
mouth/diminished eye gaze hypothesis in ASD. The more exploratory face scanning style observed in ASD might be 
related to their increased feature-based face processing style.
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Introduction
The dominance of gaze fixation on the eyes of faces
Scanning faces of conspecifics with eye movements 
is important for social interactions in our species. An 
important carrier of socially relevant information is the 
mouth, which is the main source of visual information 
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relevant to speech [35]. When auditory cues are less 
informative (e.g., when environmental noise increases), 
the proportion of gaze fixations on the mouth increases 
[10, 95]. Developmental work of Lewkowicz and Hansen-
Tift [51] has shown that when learning language, around 
4–8  months of age, infants temporarily look more at 
the mouth of videotaped faces, presumably to pick up 
(redundant) audiovisual information. Yet, the over-
whelming majority of studies have shown that when 
scanning faces, people often look first and foremost 
towards the eyes [6, 34, 66, 100, 107]. Preferential fixation 
to the eyes of conspecifics’ faces is important since main-
taining good eye contact carries significant social value 
[35]. Moreover, people move their gaze to fixate loca-
tions on the face that maximize their recognition of, for 
example, identity, gender, or emotional state of people. In 
neurotypical observers, the optimal fixation location for 
a variety of face recognition/categorization functions has 
been identified as a particular (featureless) central point 
just below the eyes, at the nasion [40, 67, 105], which is 
hypothesized as the “center of mass of the face” allowing 
to grasp all of its diagnostic features at once (“holistic/
configural face perception” [77, 105]. At a group level, 
deviations from this optimal fixation point have been 
associated with substantial detriment of face processing 
performance [67]. Nevertheless, there is both cultural [7] 
and interindividual variability in the exact position of this 
optimal fixation point [53, 68, 87], and each individual’s 
looking preference corresponds to an idiosyncratic per-
formance-maximizing point of fixation.

“Excess mouth/diminished eye gaze” hypothesis in autism
Individuals with ASD are characterized by impairments 
in social communication and interaction, combined with 
a pattern of restricted and repetitive behavior and inter-
ests [2]. Abnormalities in the social use of eye contact 
constitute one of the symptoms of the socio-commu-
nicative symptom domain of the DSM-5 [2]. A seminal 
eye-tracking study reported that adolescents and adults 
with ASD look relatively less at the eyes and more to the 
mouth than matched typically developing (TD) indi-
viduals [48]. Moreover, those individuals from the ASD 
group that did attend more to the mouth region had bet-
ter social abilities than those that did not attend to the 
face at all, suggesting that attending to the mouth could 
be seen as a compensatory mechanism. This pioneering 
study attracted a lot of attention and resulted in the so-
called excess mouth/diminished eye gaze hypothesis in 
ASD [48], which was indirectly supported by face-pro-
cessing literature showing that individuals with ASD have 
particular difficulties discriminating the eyes and there-
fore rely preferentially on mouth information to individu-
ate faces [44, 81, 86, 104]. Further research showed that 

the amount of time spent looking at the eye region corre-
lated with brain activation in the face-selective region of 
the fusiform gyrus in individuals with ASD [22], thereby 
suggesting that diminished fixation on the eye region 
may account for the reported fusiform gyrus hypoactiva-
tion in ASD [21, 63, 70].

However, while some studies confirmed that adults 
with ASD look less at the eye region of faces (e.g., [17, 
p. 200, 58, 85]), others did not (e.g., [28, 82]). Altogether, 
while the “excess mouth/diminished eye gaze” hypothesis 
has been highly influential in the clinical and scientific 
field of ASD, a series of formal meta-analyses of empiri-
cal studies across all ages have found little evidence for 
it [27, 30, 31, 64], and a number of factors have been 
proposed to account for discrepancies in observations 
across studies: degree of symptom severity, small and 
heterogeneous samples, differences in outcome meas-
ures, and differences in the content of the applied stimuli 
(e.g., dynamic face stimuli involving social interactions 
versus static face stimuli). To minimize such confounds, 
Kwon et al. recently conducted an eye-tracking study in a 
large sample of toddlers with and without ASD (N = 385) 
[50]. Across two experiments, typical levels of eye and 
mouth looking were found in toddlers with ASD as com-
pared to the control group, in line with the results of the 
meta-analyses. Overall, and particularly when a geomet-
ric distractor was present, toddlers with ASD showed 
decreased fixation time to the overall face.

Another important issue is that visual scanning pat-
terns are likely to change with age. As a result, group dif-
ferences in face scanning patterns may be age dependent. 
Indeed, among the studies investigating face scanning in 
children with ASD younger than 12 years, only one has 
found evidence for the “excess mouth/diminished eyes” 
hypothesis [42]. Other studies did not find any difference 
between face parts scanned in ASD and neurotypical 
observers [23, 26, 50, 94], and some studies even reported 
longer looking times to the mouth in the control group 
than in the ASD group [14, 58].

Rather than investigating looking times to particular 
parts of the face or the visual scene, more recent studies 
started analyzing and modeling the temporal scan paths 
in order to obtain a more comprehensive measure of the 
face exploration dynamics (e.g., [19, 20]), for instance by 
using Markov models. Along these lines, Vabalas and 
Freeth [91] showed that adults with high autistic traits 
exhibit reduced visual exploration during face-to-face 
interactions. Likewise, Heaton and Freeth [32] showed 
that adolescents with ASD demonstrated less exploration 
of photographic scenes, both when the scene contained a 
central face or not. Moreover, the participants with ASD 
showed a greater tendency to explore areas close to the 
current fixation. These studies underline the importance 
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of analyzing data beyond mere fixation duration in 
order to pinpoint also the more subtle face exploration 
dynamics.

Gaze avoidance versus gaze indifference
Two hypotheses are often put forward to explain why 
individuals with ASD may attend less to the eyes: gaze 
avoidance on the one hand and gaze indifference on the 
other. The gaze avoidance hypothesis proposes that the 
eye region is perceived as aversive and socially threaten-
ing by individuals with ASD, as indicated by heightened 
skin conductance and amygdala reactivity in response 
to facial stimuli [88]. The gaze indifference hypothesis, 
on the other hand, should be situated against the back-
ground of the social motivation theory of autism and 
implies that the eye region is not as socially relevant 
for individuals with ASD as it is for neurotypical con-
trols [15]. However, both explanations are not necessar-
ily contradictory and could be embedded in a common 
developmental trajectory. An early lack of interest in eye 
contact may cause children with autism to miss out on 
social cues, leading to low social motivation and interest 
later on [55]. Consequently, having to engage in eye con-
tact while not being socially motivated may feel unpleas-
ant and aversive for them, which may result in the active 
avoidance of eye contact in some older individuals with 
ASD [47]. Alternatively, gaze avoidance may precede gaze 
indifference: Social stimuli might be less intrinsically 
rewarding because they are experienced as over-arousing.

Frequency‑tagging EEG as a complementary measure 
to assess the “excess mouth/diminished eye gaze” 
hypothesis
An intriguing possibility is that individuals with ASD do 
not differ reliably in their overt attention to the eyes and 
mouth of a face as compared to neurotypical individuals, 
but these two groups nevertheless differ in the amount of 
covert attention devoted to these facial parts. Unfortu-
nately, while eye tracking informs about overt orienting 
behavior, it precludes measuring the processing of stimuli 
outside the focus of overt attention. Yet, the neural inten-
sity of stimulus processing, both inside and outside the 
focus of attention, can be captured by means of electro-
encephalography (EEG), if these stimuli are “labeled” (i.e., 
dissociated in time, space or frequency) appropriately 
[38, 39]. In the present study, we combine simultaneous 
eye tracking and EEG frequency-tagging to capture both 
overt and covert processing of the eye and mouth region 
of neutral faces in children with ASD and typically devel-
oping controls. The frequency-tagging EEG technique is 
based on the fairly old observation that a visual stimulus 
presented at a fixed rate, e.g., a light flickering on/off 17 
times per second (17  Hz), generates an electrical brain 

wave exactly at the stimulation frequency (i.e., 17 Hz in 
this example), which can be recorded over the visual cor-
tex [1]. By transforming the data in the frequency domain 
through Fourier analysis [72], a highly sensitive (i.e., high 
signal-to-noise ratio, SNR) [73] and objective (i.e., at a 
predetermined frequency) quantifiable marker of auto-
matic visual processes without explicit task demands is 
provided. Moreover, by assigning different tags (frequen-
cies) to different stimuli in a multi-input stimulation, the 
respective responses corresponding to each of the stimu-
lation frequencies can be disentangled (“frequency-tag-
ging”, [74]). Hence, evoked responses from populations of 
cells that are selective to each of the unique input stimuli 
can be extracted and quantified, even if input stimuli are 
spatially overlapping, embedded within the same stimu-
lus event or outside of the focus of attention [60].

Importantly, changes in amplitude of the neural 
responses represent dynamic neural changes related to 
the processing of the driving stimuli and are modulated 
by attention [3, 54, 56, 90, 99], memory or emotion [89]. 
In a recent study [24], the eye and mouth region of faces 
were frequency-tagged, while EEG and MEG signals 
were recorded. By combining the frequency-tagged MEG 
responses with functional ROIs defined from fMRI, the 
researchers found that changes in both face parts (eyes 
and mouth) resulted in enhanced responses in a face-
selective region of the inferior occipital gyrus, while the 
superior temporal sulcus (STS) was mostly responsive to 
changes in the eye region. Moreover, top-down attention 
to the eyes versus the mouth (while maintaining central 
fixation) resulted in enhanced neural processing in the 
respective brain area.

We recently assessed social preference in boys with 
and without ASD by simultaneously measuring EEG 
responses and looking times for frequency-tagged 
streams of social (faces) versus non-social (houses) 
stimuli. In particular, we demonstrated a reduced social 
bias in boys with ASD, and we found that group differ-
ences in the relative preference for social information 
were far more pronounced in the frequency-tagged neu-
ral responses than in the looking times assessed by eye 
tracking [98].

Against this background, the present study was 
designed to compare overt and covert attention in chil-
dren with autism (ASD) and a matched typically develop-
ing control group (TD) by presenting facial stimuli which 
where horizontally subdivided along the nasion, display-
ing the eyes versus mouth stimulus regions at different 
presentation rates. Hence, we were able to objectively 
disentangle the frequency-tagged neural responses to the 
eye region versus the mouth region.

The aims of the current study are fourfold. First, the 
neural saliency of processing the eyes versus mouth 
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region can be objectively quantified via EEG frequency-
tagging. Second, eye-tracking measures allow investigat-
ing potential group differences in looking times to the 
eyes, mouth and nose region. Third, subtle face explora-
tion dynamics are captured by modeling the temporal 
fixation scanpaths. Fourth, the relation between overt 
attention to particular facial parts (as measured with 
eye-tracking) and covert brain responses to these facial 
features (as measured with EEG) will be investigated. 
This integration of overt and covert measures may allow 
determining whether the eyes are perceived as too aver-
sive, or whether they are rather experienced as less rel-
evant by individuals with ASD. In particular, aversive 
stimuli are expected to elicit large neural responses even 
if they may be unattended or actively avoided, whereas 
less relevant stimuli are expected to be less fixated and 
elicit lower neural frequency-tagged responses.

Material and methods
We recruited 47 boys, aged 8 to 12  years old. This age 
range was chosen to capture a large developmental win-
dow at school age. Data from one participant were lost 
due to technical issues during EEG recording. To match 
the groups on verbal and performance IQ (VIQ, PIQ), 
four participants (two from the TD group and two from 
the ASD group) were excluded from the reported analy-
ses, resulting in a sample of 21 typically developing (TD) 
boys (mean age = 10.2 years ± SD = 1.3) and 21 boys with 
ASD (mean age = 10.6 ± 1.3, Table  1). However, inclu-
sion of these four participants did not change any of the 
reported results of the analyses. The sample in this study 
is identical to the one in previous studies [97, 98] where 
frequency-tagged social and non-social stimuli were pre-
sented. All participants had normal or corrected-to-nor-
mal vision and had a verbal and performance IQ above 
80. Thirty-nine participants were right-handed. Par-
ticipants with ASD were recruited through the Autism 
Expertise Center of the University Hospitals Leuven, Bel-
gium. TD participants were recruited through elemen-
tary schools and sports clubs.

Participant exclusion criteria were the presence or sus-
picion of a psychiatric, neurological, learning or develop-
mental disorder (other than ASD or comorbid ADHD in 

ASD participants, which was the case in 5 participants) 
in the participant or in a first- or second-degree relative. 
Exclusion of these participants with comorbid ADHD did 
not alter the conclusions in any way. Inclusion criteria for 
the ASD group were a formal diagnosis of ASD made by 
a multidisciplinary team in a standardized way according 
to DSM-IV-TR or DSM-5 criteria [2] and a total T-score 
above 60 on the Social Responsiveness Scale (SRS parent 
version [16]). Seven participants with ASD took medica-
tion to reduce symptoms related to ASD and/or ADHD 
(Rilatine, Concerta, Aripiprazol). The TD sample com-
prised healthy volunteers, matched on age, verbal and 
performance IQ. Parents of the TD children also com-
pleted the SRS questionnaire to exclude the presence 
of substantial ASD symptoms. Descriptive statistics for 
both groups are displayed in Table 1, showing that they 
did not differ for age and IQ. Evidently, both groups dif-
fered highly significantly on SRS scores.

General procedure
The Medical Ethical Committee of the university hospital 
approved the study, and the participants as well as their 
parents provided informed consent according to the Dec-
laration of Helsinki. All participants received a monetary 
reward and a small present of their choice. The experi-
ment was embedded in a larger research project consist-
ing of three testing sessions. Intellectual abilities were 
assessed in a separate session. The current frequency-
tagging experiment was included in the third session.

IQ measures
An abbreviated version of the Dutch Wechsler Intel-
ligence Scale for Children, Third Edition (WISC-III-
NL; [49, 102]) was administered. Performance IQ was 
estimated by the subtests Block Design and Picture 
Completion, verbal IQ by the subtests Vocabulary and 
Similarities [83].

Stimuli
Twelve full-front color pictures of faces were used (stim-
uli from [52]). The stimuli were divided into a top and 
bottom face part by cutting each face horizontally in half 
(Fig.  1). Shown at a distance of 60  cm and at a resolu-
tion of 1920 × 1200, each face subtended a visual angle of 
approximately 13° in height and 6.5° in width. All faces 
were aligned at the nasion. A black rectangular outline 
surrounded the entire face image.

Procedure
After electrode placement, participants were seated in 
a comfortable chair at a viewing distance of 60  cm and 
were instructed to maintain a constant distance. Stimuli 
were displayed on the screen (24-in. LED-backlit LCD 

Table 1 Participant characteristics

ASD (mean ± SD) TD (mean ± SD)

Verbal IQ 107 ± 11 112 ± 13

Performance IQ 105 ± 15 111 ± 14

Age 10.6 ± 1.3 10.21 ± 1.3

Social Responsiveness 
Scale (T-score)

85 ± 12 42 ± 6
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monitor) through sinusoidal contrast modulation on a 
light grey background using Java. We used a screen with 
a refresh rate of 60 Hz, ensuring that the refresh rate was 
an integer multiple of the presentation frequencies. A 
sequence lasted 64 s, including 60 s of stimulation at full 
contrast, flanked by 2 s of fade-in and fade-out, with con-
trast gradually increasing and decreasing between 0 and 
100%. Fade-in and fade-out were used to avoid abrupt eye 
movements and eye blinks due to the sudden appearance 
or disappearance of flickering stimuli. In total, there were 
four sequences; hence, the total duration of the stimulus 
presentation was about 4 min. In two sequences, images 
of female faces were shown and in the other two male 
faces were shown. Six different faces were presented 
throughout a sequence, with the identity of a face chang-
ing after a variable 8-to-12 s presentation window.

Figure  1 illustrates a stimulation sequence, consisting 
of the simultaneously presented top and bottom halves of 
a face. In each sequence, the top and bottom halves of the 
face stimuli flickered at different frequencies. Specifically, 

the two face parts were sinusoidally contrast-modulated, 
one at 6 Hz and the other one at 7.5 Hz. A trial started 
with both top and bottom face parts at zero contrast (i.e., 
invisible). The flicker frequencies were counterbalanced 
across trials and were selected so that they are close to 
each other and so that they could not be associated with 
large differences in absolute EEG response [9, 60, 73].

Participants were instructed to look freely at the images 
on the screen and to press a key whenever they detected 
brief (300  ms) changes in the color of the rectangular 
outline surrounding the entire face images. These color 
changes occurred randomly, 15 times per sequence. This 
task was orthogonal to the effect/manipulation of interest 
and ensured that participants maintained a constant level 
of attention throughout the entire experiment.

EEG recording
EEG was recorded using a BioSemi Active-Two amplifier 
system with 64 Ag/AgCl electrodes. During recording, 
the system uses two additional electrodes for reference 

Fig. 1 a Illustration of a sequence. The total experiment consisted of 4 sequences of 60 s. In each sequence, the upper and lower part of faces 
were presented through sinusoidal contrast-modulation (0–100%). In the illustrated example, the upper face part was presented at 7.5 Hz, while 
the lower face part was presented at 6 Hz. We counterbalanced frequencies (6 and 7.5 Hz). b Illustration of the two presented conditions with their 
respective SNR spectra, averaged across all participants from both groups. In the first (purple) condition, the upper face part elicits a neural response 
at 7.5 Hz and the lower face part at 6 Hz. In the second condition (green), the upper face part elicits a neural response at 6 Hz and the lower part 
elicits a neural response at 7.5 Hz. For simplicity, here, only the fundamental frequencies are shown. For neural responses at the harmonics, see 
Fig. 2. SNR is shown for the occipital region of interest
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and ground (CMS, common mode sense, and DRL, 
driven right leg). Horizontal and vertical eye movements 
were recorded using four electrodes placed at the outer 
canthi of the eyes and above and below the right orbit. 
The EEG was sampled at 512 Hz.

EEG analysis
Preprocessing
All EEG processing was performed using Letswave 6 
(https ://www.letsw ave.org/) and Matlab 2017 (The Math-
works). EEG data were segmented in 67-s segments (2 s 
before and 5  s after each sequence), bandpass-filtered 
(0.1–100 Hz) using a fourth-order Butterworth filter, and 
down-sampled to 256 Hz. Next, electrodes were visually 
inspected, and noisy electrodes were linearly interpolated 
from the 3 spatially nearest electrodes (not more than 5% 
of the electrodes, i.e., 3 electrodes, were interpolated). All 
data segments were re-referenced to a common average 
reference. While in frequency-tagging studies we typi-
cally apply blink correction (using ICA) for any partici-
pant blinking more than 2 standard deviations above the 
mean (e.g., [25, 92], [96]), in the present study we did not 
perform any blink correction as none of the participants 
blinked excessively, i.e., more than two standard devia-
tions above the mean across all participants (0.36 times 
per second). Note that frequency-tagging EEG yields 
responses with a high SNR at specific frequency bins, 
while blink artefacts are broadband and thus do not gen-
erally interfere with the responses at the predefined fre-
quency [73]. Hence, blink correction (or removal of trials 
with many blinks) is not systematically performed in 
such studies (e.g., [33, 78, 108]).

Frequency‑domain analysis
Preprocessed segments were further cropped to contain 
an integer number of 1.5 Hz cycles (i.e., largest common 
divisor of both 6 and 7.5 Hz), beginning after fade-in and 
until 59.38  s (15,203 time bins). The resulting segments 
were averaged per condition (i.e., segments with the same 
combination of stimulus category and presentation rate) 
in the time domain to preserve the complex phase of the 
response and reduce EEG activity out of phase with the 
stimulation (i.e., noise). The averaged waveforms were 
transformed into the frequency domain using a fast Fou-
rier transform (FFT), and the amplitude spectrum was 
computed with a high spectral resolution (0.017  Hz, 
1/59.38  s), resulting in a very high signal-to-noise ratio 
(SNR) [60, 73].

The recorded EEG contains a signal at frequencies 
that are integer multiples (harmonics) of the frequen-
cies at which images are presented (6  Hz and 7.5  Hz) 
(e.g., 6 Hz, 12 Hz, 18 Hz; 7.5 Hz, 15 Hz, 22.5 Hz, etc.). 

We used two measures to describe the response in 
relation to the noise level: signal-to-noise ratio (SNR) 
to better visualize the data (e.g., [52]) and baseline-
corrected amplitudes [75] to quantify it. SNR spec-
tra were computed for each electrode by dividing the 
value at each frequency bin by the average value of the 
20 neighboring frequency bins (12 bins on each side, 
i.e., 24 bins, but excluding the 2 bins directly adjacent 
and the 2 bins with the most extreme values). We com-
puted baseline-corrected amplitudes in a similar way by 
subtracting the average amplitude of the 20 surround-
ing bins. For group visualization of topographical maps 
(Fig.  3), we computed across-subjects averages of the 
baseline-corrected amplitudes for each condition and 
electrode separately.

Since the neural response is typically distributed over 
multiple harmonics, and all the harmonic frequen-
cies represent some aspect of the periodic response, 
we combine the response amplitudes across all those 
harmonics whose response amplitude is significantly 
higher than the amplitude of the surrounding noise 
bins (as recommended in Retter and Rossion [75]; see 
also Rossion et  al. [79]). To define the harmonics that 
were significantly above noise level, we computed 
Z-score spectra on group-level data for each stimula-
tion frequency [25, 41, 52, 80]. We averaged the FFT 
amplitude spectra across electrodes in the relevant 
regions-of-interest (ROIs) based on topographical 
maps and transformed these values into Z-scores (i.e., 
the difference between the amplitude at each frequency 
bin and the mean amplitude of the corresponding 
20 surrounding bins, divided by the SD of the ampli-
tudes in these 20 surrounding bins). For 6 Hz, Z-scores 
were significant (i.e., Z > 2.32 or p < 0.01) until the 5th 
harmonic (30  Hz), and for 7.5  Hz, Z-scores until the 
fourth harmonic (30 Hz) were significant. We excluded 
the shared harmonic 30 Hz and summed the baseline-
corrected amplitudes of the significant harmonics for 
each frequency and each condition separately. Hence, 
we quantified neural responses to the upper and the 
lower parts at 6 Hz and at 7.5 Hz by summing the base-
line-subtracted responses for the significant harmon-
ics: 6 Hz, 12 Hz, 18 and 24 Hz for the 6-Hz stimulation 
frequency; and 7.5 Hz, 15 Hz and 22.5 Hz for the 7.5-
Hz stimulation frequency. Therefore, we obtained an 
index of neural saliency per stimulus type (i.e., upper 
vs. lower part) and per presentation rate.

Based on visual inspection of the topographical maps 
of both groups (Fig. 3), we identified a region of inter-
est (ROI) in which the signal was maximal and averaged 
the signal at these nearby electrodes. The analysis of the 
response to both types of stimuli focused on a medial 
occipital ROI including Oz, Iz, O1 and O2 (Fig. 3).

https://www.letswave.org/
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Statistical analysis
We analyzed the baseline-corrected amplitudes in the 
ROI at each presentation frequency for each face part 
at the group level using a Bayesian general linear mixed 
model, relying on the R (v 4.0.2, [18]) package brms [11]. 
brms is a software package providing a convenient front 
end to STAN where Bayesian models are fitted using 
Hamiltonian MCMC methods [13]. In Bayesian general 
linear mixed models, one has to explicitly put prior dis-
tributions on the model parameters. For the parameters 
associated with the fixed effects, we used a normal distri-
bution prior with mean 0 and standard deviation 1. For 
the standard deviation parameters associated with the 
random effects, we used a half-normal distribution prior 
with mean 0 and standard deviation 2. For the residual 
standard deviation, we used a half-normal prior with 
mean 0 and standard deviation 2. We used 4 MCMC 
chains each including 8000 iterations of which 4000 
were considered warm-up, resulting in 16,000 posterior 
samples across all 4 chains. The sampling algorithm was 
NUTS (the No-U-Turn Sampler variant of Hamiltonian 
Monte Carlo). Compared to the frequentist mixed-effects 
models, these priors effectively act as some form of regu-
larization ensuring parameter estimates stay within rea-
sonable bounds. The data were analyzed with a Bayesian 
general linear mixed model using the neural responses 
(i.e., baseline-subtracted amplitudes) as dependent vari-
ables. Face part (upper vs. lower) as a within-subject fac-
tor and Group (ASD vs. TD) as a between-subject factor. 
We included a random intercept and a random slope for 
face part per participant in the model. The model we fit-
ted can be viewed as a “full” model (including two main 
effects and an interaction) that (in an ANOVA frame-
work) would be compared to “reduced” models to assess 
the presence/absence of main and/or interaction effects 
(through likelihood ratio tests or comparing AIC/BIC). 
As Bayesian model comparison is a complex enterprise 
and no simple implementation exists to assess main and 
interaction effects, we relied here on the parameter esti-
mates of the full model to answer our questions of inter-
est. That is, we summarized the posterior distributions 
through various pairwise comparisons comparing, for 
example whether proportional looking time was higher 
for TD vs ASD (for the main effect of group), or differed 
between upper and lower face parts (for the main effect 
of face part), etc. In this way, we assess the presence of 
main effects and/or an interaction effect. We report 95% 
posterior credible intervals on these pairwise compari-
sons to assess the presence or the absence of an effect.

In addition, we determined for each participant 
whether the response to each face part was signifi-
cantly larger than the surrounding noise. The proce-
dure was as follows (e.g., [25, 75, 96]): (1) the raw FFT 

amplitude spectrum was averaged across electrodes in 
the ROI, (2) cut into segments centered on the target 
frequency bin and harmonics (i.e., 6, 12, 18 and 24 Hz 
or 7.5, 15, 22.5 Hz), surrounded by 20 neighboring bins 
on each side, (3) the amplitude values across the seg-
ments of FFT spectra were summed, (4) the summed 
FFT spectrum was transformed into a z-score using the 
20 surrounding bins (see above). Responses of a given 
participant were considered significant if the z-score 
at the target frequency bin exceeded 1.64 (i.e., p < 0.05 
one-tailed: signal > noise).

Eye‑tracking recording
Eye-tracking data were collected using a Tobii X3-120 
screen-based remote eye tracker and Tobii Pro soft-
ware (Tobii Pro). The sampling rate was 120  Hz. Bin-
ocular gaze precision at ideal conditions is estimated 
at 0.24° of visual angle and binocular gaze accuracy at 
0.4°. However, for many experiments these ideal con-
ditions are not met [59]. With a remote eye tracker, 
participants are free to move their head within the 
“headbox” allowing eye tracking [59]. Due to this free-
dom of movement, as well as the use of pediatric and/
or patient populations, the precision and accuracy of 
the actual data may differ from those marketed by the 
manufacturers. In the standard calibration procedure 
of the Tobii X3-120, participants have to follow a red 
dot moving across the screen, yielding a merely qualita-
tive index of calibration quality based on visual inspec-
tion. In order to obtain a subject-specific quantitative 
measure of eye-tracking data quality, we implemented 
an additional calibration validation paradigm, preced-
ing the data registration. In this additional calibration 
procedure, participants had to fixate on the center of 
nine consecutive fixation crosses appearing on differ-
ent locations on the screen. Calculation of the angle 
between the vectors to the displayed fixation cross ver-
sus the actual gaze point yields a quantitative index of 
error angle (mean and variance) and resulting accuracy. 
These values were used in the analysis to attribute gaze 
points more accurately to particular areas of interest 
(AOIs). For two participants (one from the ASD group 
and one from the TD group), eye-tracking data were 
not recorded due to technical failure.

Eye‑tracking analysis
In short, the eye-tracking analysis involved the assign-
ment of fixations to predefined areas of interest (AOIs), 
calculation of the proportional looking times for each of 
the AOIs, and modeling of the temporal face exploration 
dynamics along these AOIs.
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Fixation filter, definition of areas of interest (AOI), gaze 
attribution
Eye-tracking data were analyzed by means of a series of 
custom-built MATLAB (Matlab 2019b, The Mathworks) 
scripts (see https ://osf.io/mv45x /). We used the I2MC 
algorithm (identification by 2-means clustering [37]), 
to filter the raw eye-tracking data (i.e., deleting random 
noise, interpolating missing data, identifying fixations). 
In the current study, the three AOIs (eyes, mouth, and 
nose) were defined using the limited-radius Voronoi tes-
sellation (LRVT), as it has been shown to be the most 
noise-robust and objective method for defining AOIs for 
facial stimuli [36]. In addition, we defined the area “out-
side AOI” to comprise all the fixation points that were 
not assigned to either of the AOIs.

Fixations are attributed to the AOIs by means of a prob-
ability weighting, taking into account the subject-specific 
data quality as obtained via the additional calibration 
validation procedure. For every gaze point, a propor-
tional score between zero and one is attributed to every 
AOI (i.e., “eyes,” “mouth,” “nose” and “outside face”), in 
such a way that the cumulative sum of these scores equals 
one. The size of this score indicates the probability that 
the corresponding AOI effectively contains the recorded 
gaze point, taking into account the subject-specific data 
quality. Assignment of proportional scores depends on a 
two-dimensional bell curve around the gaze point with a 
standard deviation equal to the root mean square (RMS) 
registered during calibration validation. Hence, the cali-
bration validation determines the probability weighting 
of the AOIs: better data quality results in more concen-
trated sample points around the gaze point, and poorer 
data quality results in more dispersed sample points. 
Since the algorithm takes every gaze point into account, 
as well as the data quality, it proves to be a reliable 
method. We used the same method in [98]. For each AOI, 
the relative duration of all fixation points was averaged 
over the four trials.

Statistical analysis
We analyzed the eye-tracking data using a Bayesian gen-
eral linear mixed model, relying on the R package brms 
[11]. Similarly to the statistical analysis of the EEG data, 
we used a normal distribution prior with mean 0 and 
standard deviation 1 for the parameters associated with 
the fixed effects. For the standard deviation parameters 
associated with the random effects, we used a half-nor-
mal distribution prior with mean 0 and standard devia-
tion 2. For the residual standard deviation, we used a 
half-normal prior with mean 0 and standard deviation 
2. We used 4 MCMC chains each including 8000 itera-
tions of which 4000 were considered warm-up, result-
ing in 16,000 posterior samples across all 4 chains. The 

sampling algorithm was NUTS (the No-U-Turn Sampler 
variant of Hamiltonian Monte Carlo). The proportional 
looking time was examined with a Bayesian general lin-
ear mixed model using area of interest (eyes, mouth, nose) 
as a within-subject factor, and group (ASD vs. TD) as a 
between-subject factor. We included a random intercept 
and a random slope for face part per participant in the 
model. Further, the analysis approach was identical to the 
one applied for the EEG data. We relied on the param-
eter estimates of the full model to answer our questions 
of interest. We summarized the posterior distributions 
through various pairwise comparisons comparing, for 
example, whether proportional looking time was higher 
for TD vs ASD (for the main effect of group), or differed 
between eyes, mouth and nose (for the main effect of area 
of interest), etc. In this way, we assess the presence of 
main effects and/or an interaction effect. We report 95% 
posterior credible intervals on these pairwise compari-
sons to assess the presence or the absence of an effect.

Correlations between EEG, eye tracking and Social 
Responsiveness Scales
To investigate the relationship between the frequency-
tagging EEG, the eye-tracking responses and the Social 
Responsiveness Scales, we calculated Spearman’s rank 
correlation coefficients (Corrplot package in R [103]. P 
values were FDR-corrected for multiple comparisons.

Face exploration dynamics
We modeled the temporal dynamics of the gazing behav-
ior using Observable Markov Models (OMMs), using a 
custom python implementation. The OMMs consist of 
a transition matrix T, where element  Tij represents the 
probability of finding a fixation point in AOI j at time 
t + 1, given that the fixation point at t falls inside AOI i. 
The Markov property assumes this transition probabil-
ity to be independent of the previous states. To estimate 
the elements of the transition matrix T, we counted all 
transitions from AOI i to AOI j for each participant. In a 
preprocessing step, we interpolated the data using a sec-
ond-order spline fit. For each participant, we constructed 
a single transition matrix.

We retained the fixation data falling within the four 
AOIs (left eye, right eye, nose, mouth) and removed 
fixations outside of these AOIs by constructing a lim-
ited radius Voronoi tessellation (with a maximum radius 
equivalent to 100 pixels, see Additional file 1: Figure S1).
Additionally, to remove the data of participants gazing 
at the edge of the image or outside the image, we limited 
the dataset to those fixation data falling inside the face 
image, by applying a margin of 50 pixels from the mean 
point of the AOI (see vertical cutoff in Additional file 1: 
Figure S1).

https://osf.io/mv45x/
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To fully characterize the face exploration dynamics, in 
addition to the OMM transition probabilities, we com-
puted the mean fixation duration, the mean saccadic 
amplitude and the mean intraparticipant dispersion [20]. 
The mean fixation duration and mean saccadic amplitude 
are obtained by averaging the fixation durations and sac-
cadic amplitudes, respectively, that are given in the out-
put of Tobii Pro, for the data falling inside the four AOIs. 
The intraparticipant dispersion is defined as the mean 
Euclidean distance between all data within a trial.

The statistical significance of the difference in dynamic 
scanning patterns between the ASD and TD group is 
computed using a MANOVA test on the OMM transition 
matrix elements and the three additional face explora-
tion features. We remove the last column of the transi-
tion matrix, since these elements induce multicollinearity 
due to the normalization condition (each row sums to 1). 
Hence, we constructed a property vector for each partici-
pant containing the 12 entries of the transition matrix, 
the mean fixation duration, the mean saccadic amplitude, 
and the mean intraparticipant dispersion. Accordingly, 
the resulting vectors each contained 15 features char-
acterizing the dynamic gazing behavior of a participant. 
Next, all 15 entries were group-independently (across 
participants) standardized to a distribution with mean 0 
and standard deviation of 1, to remove any dependency 
on the chosen scales. As a result, the actual property vec-
tors contained the z-scores of the respective features. 
Finally, to account for the strong correlation between 
these 12 features, we carried out a group-independ-
ent principal component analysis (PCA), with an 0.98 
explained variance ratio cutoff. The latter corresponds to 
keeping 13 principal components, using the default val-
ues of the scikit-learn package (v 0.22.1, [65]), resulting 
in the retention of 13 orthogonal principal components. 
Based on the local outlier factor method, two partici-
pants (from the ASD group) were detected as outliers 
and were consequently removed from the MANOVA 
group comparison analysis.

For the individual-level classification analysis, we opted 
for a linear discriminant analysis (LDA), applied to the 
15 data features. We chose LDA since the model is sim-
ple and gives a robust estimate even without tuning any 
hyperparameters.

Results
No group difference in orthogonal task performance
We did not observe group differences on the behav-
ioral color change detection task, suggesting a similar 
level of attention throughout the experiments. This 
result is in line with previous frequency-tagging stud-
ies comparing school-aged boys with ASD and typically 

developing boys [93, 96, 98]. Both groups showed accu-
racies between 95 (SD = 0.6%) and 97.7% (SD = 0.1%) 
with mean response times between 0.49 (SD = 0.008) 
and 0.46 (SD = 0.002) seconds, for ASD and TD, respec-
tively. Statistical analyses (two-sided t-tests) showed no 
significant differences between the ASD group and the 
TD group (accuracy: t(38) = −  1.25, p = 0.11; response 
times t(38) = 1.32, p = 0.097).

No reduced saliency for eyes or increased saliency 
for mouth in neural responses in ASD
We observed frequency-tagged EEG responses for the 
two face halves in the medial occipital region of interest 
(ROI) (see Fig. 2 for SNR, Fig. 3 for scalp distributions 
and averaged response amplitudes and Fig.  4 for pos-
terior differences of the effects). Analyses at the indi-
vidual level indicated that despite the short recording 
time, all participants showed significant responses to 
the upper and the lower face halves.

At the group level, statistical analyses showed no 
significant main effect of Group. Averaged across both 
face parts, participants in the TD group had slightly 
larger EEG responses than participants in the ASD 
group (TD: 2.01  µV, ASD: 1.46  µV; 95% CI of the dif-
ference = [−  1.33; 0.17]). No significant main effect 
of Face Part was observed (upper part: 1.59  µV, lower 
part: 1.88 µV; 95% CI of the difference = [− 0.72; 0.15]).

Considering the interaction effects between Group 
and Face part, there was no significant difference in the 
amplitude of the neural responses for the upper part in 
the TD group (1.68 µV) as compared to the ASD group 
(1.50  µV) (95% CI of the difference = [−  0.85; 0.45]), 
nor for the lower part (TD = 2.34  µV, ASD = 1.42  µV; 
95% CI of the difference = [− 2; 0.081]).

Breaking up the interaction in the other way (i.e., 
differences between Face Parts within Group), partici-
pants from the ASD group did not have significantly 
larger neural responses to any of the face parts (upper 
part = 1.50 µV, lower part = 1.42 µV, 95% CI of the dif-
ference = [−  0.52; 0.72]). In the TD group, the neural 
response to the lower part (2.34  µV) is significantly 
larger than the response to the upper part (1.68  µV) 
(95% CI of the difference = [0.03; 1.28]).

Finally, we computed the pairwise differences 
between each pairwise interaction effect (Is the differ-
ence between face parts in the TD group stronger than 
in the ASD group?). The differences between face parts 
did not differ between groups (95% CI of the differ-
ence = [− 0.135; 1.64]), indicating that there is no evi-
dence that the patterns of neural responses are different 
between groups.
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Fig. 2 Signal-to-noise ratio (SNR) EEG spectra of the different conditions, averaged over the electrodes of the occipital region of interest (O1, O2, 
Iz, Oz). In a, the lower face part was presented at 6 Hz (filled circles) and the upper part at 7.5 Hz (open circles), whereas in b the lower face part 
was presented at 7.5 Hz (open circles) and the upper part at 6 Hz (filled circles). The frequencies were counterbalanced. Clear SNR peaks can be 
observed at the frequencies of interest (and harmonics)

Fig. 3 a Scalp distribution of the EEG signal during frequency-tagging (baseline subtracted amplitudes in µV). Frequency-tagged neural responses 
to the periodically presented face parts are shown for each group, as well as the differential response for “upper” minus “lower” face part. The analysis 
of the response to both types of stimuli focused on an occipital region of interest (O1, O2, Iz, Oz), indicated with the open circles in the upper left 
scalp topography. b Averaged baseline-subtracted amplitudes for each stimulus condition (upper face part versus lower face part) for each group. 
The mean, SEM and the individual subject data are displayed in black and orange for the ASD and TD group, respectively. In blue, boxplots depict 
means and interquantile ranges of the posterior estimates of the Bayesian model
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Both groups look more to the eyes than the mouth 
and proportional looking times to these parts do not differ 
between groups
Analysis of the eye tracking  data quality reveals slight 
differences between groups. The average error angle 
was significantly higher in the ASD group (0.56° ± 0.06°) 
than in the TD group (0.40° ± 0.046°) (t(39) = −  2.14, 
p = 0.038). The root mean square of this angle, however, 
did not differ between groups (ASD: 0.68 ± 0. 19, TD: 
0.64 ± 0.63; t(39) = − 0.24, p = 0.41).

Both participant groups looked relatively often outside 
the face AOIs (Fig.  5 and Additional file  1: Figure S1). 
This proportional looking time outside the face was dif-
ferent between groups: TD: 16%, SEM = 0.036; ASD: 35%, 
SEM = 0.063, t(39) = 2.81, p = 0.008.

Results of the Bayesian mixed model analysis are pre-
sented in Figs.  5 and 6. Regarding the gaze points fall-
ing in the face AOIs, the Bayesian analysis revealed 
that there was no main effect of group. Averaged across 
all face parts, participants in the TD group had slightly 
higher proportional looking times than participants in 
the ASD group (TD: 28.3%, ASD: 21.7%; 95% CI of the 
difference = [− 13.4%; 0.001%]). A main effect of area of 
interest was observed. That is, across groups, the eyes 
were looked at more (43.4%) than the mouth (8.5%) (95% 

CI of the difference = [26.9%; 43%]). The eyes were also 
looked at more than the nose (23.1%; 95% CI of the dif-
ference = [12.4%; 28.7%]). Third, the nose was looked at 
more than the mouth (95% CI of the difference = [6.3%; 
22.6%]).

Considering the interaction effects between group 
and face part, there was no difference in the amount of 
time spent looking at the eyes in the TD group (41.2%) 
as compared to the ASD group (45.8%) (95% CI of the 
difference = [−  6.5%; 15.8%]), nor for looking at the 
mouth (TD: 11.8%; ASD: 5.1%; 95% CI of the differ-
ence = [−  18.1%; 4.7%]). There was a significant group 
difference in the amount of time spent looking at the nose 
(TD: 31.8%; ASD: 13.8%; 95% CI of the difference = [6.6%; 
29.8%]).

Breaking up the interaction in the other way (i.e., dif-
ferences between face parts within group), participants 
from the ASD group looked significantly more to the 
eyes (45.8%) than to the nose (13.9%) (95% CI of the dif-
ference = [20.5%, 43.4%]). This effect was not significant 
in the TD group (eyes: 41.1%, nose: 31.8%, 95% CI of 
the difference = [− 1.9%; 20.6%]). Participants in the TD 
group looked more to the nose (31.8%) than to the mouth 
(11.8%) (95% CI of the difference = [8.6%; 31.3%]). This 
effect was not significant in the ASD group (nose: 13.9%, 

Fig. 4 Visualizations of the posterior distributions of the effects (pairwise comparisons) of the neural EEG responses. Black dots show the posterior 
mean of the conditional effect; horizontal bars and lines denote the 95% posterior credible intervals. On the Y-axis, effects are sorted from the 
largest to the smallest posterior difference. An effect is considered significant if 0 does not lie within the 95% credible interval of the posterior 
difference. For example, in the first line, TD mouth—ASD mouth presents the posterior distribution of the difference between the neural response 
of the TD group and the ASD group to the mouth. For this condition effect, the 95% credible interval contains 0. Therefore, we are not able to reject 
the null hypothesis that there is no difference between the conditions
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mouth: 5.1%; 95% CI of the difference = [− 20.1%; 3.2%]). 
Participants in the ASD group looked more to the eyes 
than to the mouth (95% CI of the difference = [29.1%; 
51.9%]). The same pattern held for participants in the TD 
group (95% CI of the difference = [18.4%; 40.6%]).

Finally, as the difference between significant and non-
significant is not necessarily significant, we computed 

the pairwise differences between each pairwise inter-
action effect (e.g., is the group difference for the 
eyes  stronger than for the mouth?). The group differ-
ences in looking time did not differ between eyes and 
mouth (95% CI of the difference = [− 4.7%; 27.3%]) nor 
between mouth and nose (CI = [− 5%; 27.9%]), but the 
time spent looking at the eyes versus the nose was dif-
ferent between the groups (CI = [6.7%; 38.5%]).

Fig. 5 a Visualization of the Voronoi AOI tessellation on an example face stimulus. Heatmaps of looking time averaged over all participants of the 
ASD group (left) and the TD group (right). The heatmap depicts the looking time at a certain pixel relative to the maximal looking time. b The mean, 
SEM and the individual subject data of the proportional looking times to the facial features in each group are displayed in black and orange for the 
ASD and TD group, respectively. In blue, boxplots depict means and interquantile ranges of the posterior estimates of the Bayesian model
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Face exploration dynamics differ between groups: more 
exploration in the ASD group
The average transition matrix (over all participants) of 
the OMM models is shown in Fig. 7a. This matrix indi-
cates that in most of the subsequent time steps, the fixa-
tion point remains within the same AOI. This can be 
observed in the probabilities of the elements along the 
diagonal, which are close to 1. As can be expected, the 
transition from eyes to mouth and vice versa is mainly 
reached by first passing through the nose AOI, which is 
reflected in T (eyes →  mouth) close to 0. Furthermore, 
we observe that it is more common to transition from the 
nose to the eyes than from the nose to the mouth AOI. 
This is in agreement with the observation from Fig. 5 that 
the proportional looking time to the mouth AOI is gener-
ally low.

In Fig.  7b, each of these transition probabilities is 
depicted for the TD and the ASD group separately. Here, 
the most important group difference is situated along the 
diagonal, where we observe that the probability to main-
tain a gaze inside the same AOI in subsequent time steps 
is higher in the TD group than in the ASD group. Con-
versely, from the off-diagonal elements, one can observe 
that the probability to transition between different AOIs 
is higher in the ASD group as compared to the TD group. 
Similar effects are found in Fig. 8, showing that fixation 
duration is larger in the TD group, whereas saccadic 

amplitude and intra-participant dispersion are higher in 
the ASD group.

More specifically, we observe in the upper left block 
diagonal of Fig. 7b (containing the four T(eye → eye) ele-
ments) that in the TD group the probability to maintain 
a gaze inside the same AOI in subsequent time steps is 
higher than for the ASD group. In the ASD group, the 
probability to transition between the eyes in subsequent 
time steps is higher compared to the TD group. Next, we 
consider the third row, containing the conditional prob-
abilities to transition from the mouth to the four AOIs. 
Again, we observe that the gaze of the TD group has a 
higher probability of staying within the mouth AOI, 
whereas in the ASD group chances are higher to tran-
sition to another AOI. The last row contains the condi-
tional probability to transition from the nose to the four 
AOIs and shows that again the TD group keeps their gaze 
fixed, whereas the ASD group tends to transition to other 
AOIs.

In summary, these results suggest that the ASD group 
displays a more exploratory dynamic gaze behavior 
compared to the TD group. To statistically test whether 
the dynamic gazing behavior is significantly different 
between the two groups, we carried out a MANOVA. 
First, to handle the strong correlations in the data (of the 
15 features: 12 Markov transition elements, and 3 addi-
tional measures), a PCA reduction is applied. The results 

Fig. 6 Visualizations of the posterior effects of the eye-tracking data. Black dots show the posterior mean of the conditional effect; horizontal bars 
and lines denote the 95% posterior credible intervals. An effect is considered significant if 0 does not lie within the 95% credible interval of the 
posterior difference. The interpretation of the figure is similar to Fig. 4
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Fig. 7 a Average transition matrix for all participants. The color scale is logarithmic for clarity. The values in the diagonal elements are high (almost 
approaching 1), indicating that there is a high chance of maintaining gaze in the same AOI. b Boxplots of the transition probabilities between 
the different AOIs for each group. The boxes extend from the lower to the upper quartile values. The median of each group is represented by the 
orange lines. Note the differences in Y-axis scaling
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of this MANOVA confirm that there is a significant dif-
ference in face exploration scan paths between the ASD 
and the TD group (F(12,28) = 3.1, p = 0.022).

To determine the individual separability based on the 
OMM approach (with the three additional measures), we 
constructed a classification model using linear discrimi-
nant analysis (LDA) on the z-scores of the 15 original fea-
tures (not the PCA components). We find a classification 
accuracy of 72% based on a leave-one-out analysis (with 
trivial accuracy 53.8%). This implies that there is 72% 
chance to correctly predict group membership based on 
the face exploration dynamics. To determine the statis-
tical significance of this result, we ran the leave-one-out 
classification test 10,000 times through a permutation 
test. Hereby, in each permutation run, we randomly per-
muted the labels and performed the leave-one-out vali-
dation. Each single classification includes standardizing 
the data features (by determining the mean and standard 
deviation on the training set) and fitting the LDA model 
on the training set. We obtained p = 0.006, implying that 
the chance to obtain at least 72% percent correct classifi-
cation with random labels is 0.6%.

EEG and eye tracking are correlated
In general, over the full trial length, the proportional 
looking times at the eyes and the amplitude of the fre-
quency-tagged EEG response for the upper face half were 
significantly correlated in both groups (TD: ρ = 0.51, 
p = 0.01; ASD: ρ = 0.61, p = 0.01) and indicates that indi-
viduals who look more to the eyes also show increased 
neural responses for the face half with the eyes. Likewise, 
proportional looking times at the mouth and the EEG 
response to the lower half were significantly correlated in 
the TD group (ρ = 0.58, p = 0.01). However, in the ASD 
group, this association did not reach significance (ρ = 0.2, 
p = 0.71). This implies that the neural responses for the 
mouth region are only marginally driven by the time 

spent looking at the mouth region in the ASD group. In 
the ASD group, looking more outside the face was signifi-
cantly associated with looking less to the eyes (ρ = − 0.79, 
p < 0.001) and the nose (ρ = −  0.69, p = 0.02), as well as 
lower EEG responses to the eyes (ρ = −  0.72, p < 0.001) 
and the mouth (ρ = − 0.56, p = 0.01). Looking at the nose 
and EEG, responses for the mouth were significantly cor-
related in the ASD group (ρ = 0.66, p = 0.01). Note that 
the nose AOI is situated at the interface of the upper and 
lower flickering face halves. These correlations were not 
significant in the TD group. In the TD group, looking 
more to the nose was significantly correlated with lower 
EEG responses to the upper half (ρ = − 0.52, p = 0.02).

Correlations between task measures and Social 
Responsiveness scale
In the TD group, but not the ASD group, we found a sig-
nificant correlation between looking outside the facial 
AOIs and a higher total SRS score (ρ = 0.68, p < 0.001). In 
none of the groups, we observed significant correlations 
between the Social Responsiveness Scale, and propor-
tional looking times for the eyes or the mouth, or neu-
ral responses to the upper vs lower part of the face (all 
p > 0.05).

Discussion
No evidence for group differences in proportional looking 
times and neural responses to eye vs. mouth region
Often, people with ASD do not make the type of eye con-
tact others generally expect. These gaze abnormalities 
have typically been studied with eye tracking, allowing 
the measurement of overt visual attention via fixation 
recordings. The present study was motivated by the fact 
that eye tracking precludes measuring the processing of 
stimuli outside the focus of overt visual attention. Thus, 
in addition to measuring overt processes with eye track-
ing, we used frequency-tagging EEG to study covert face 

Fig. 8 Boxplots of fixation duration, saccadic amplitudes, and the intra-participant dispersion per group (across all AOIs)
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processing in TD and ASD boys. Importantly, this fre-
quency-tagging approach allows monitoring the intensity 
of neural responses to multiple stimuli, also those that 
are outside the overt attentional locus. Changes in the 
EEG amplitude of the markers represent dynamic neural 
changes related to the processing of the driving stimu-
lus. More specifically, we presented images of the upper 
and the lower parts of the face at 6 Hz and 7.5 Hz or vice 
versa to quantify the neural saliency of processing the eye 
region versus the mouth region of a face.

Overall, classical eye-tracking measures (proportional 
looking times) and neural responses showed no support 
for the “excess mouth/diminished eye gaze” hypothesis 
in ASD. In particular, pertaining to the looking behav-
ior, both groups looked longer to the eyes than to the 
mouth, and we did not observe group differences in fixa-
tion duration to these features. Remarkably, pertaining to 
the neural data, the EEG pattern was largely unexpected. 
Firstly, because in the TD participants, the lower face 
part with the mouth evoked significantly larger neu-
ral responses than the upper part with the eyes, even 
though individuals looked more to the eye region than 
the mouth region. Secondly, because differences in neu-
ral saliency between the upper part with the eyes and the 
lower part with the mouth did not emerge for the ASD 
group, they were present for the TD group. Finally, per-
taining to the association between looking behavior and 
neural responses, we observed that individual differences 
in looking times to the upper face half were significantly 
correlated with individual differences in frequency-
tagged EEG response to the same face halve in both 
groups. Likewise, increased looking time to the mouth 
region was associated with larger EEG response to the 
lower face half, but this association did only reach signifi-
cance in the TD group.

In spite of the popularity of the “excess mouth/dimin-
ished eye gaze” hypothesis in ASD, we did not find any 
empirical evidence for it. This lack of empirical evidence 
is in line with several individual studies and meta-anal-
yses on preferential looking in ASD (e.g., [27, 30, 31, 
50, 64]), which all found little support for this appealing 
hypothesis. As mentioned in the introduction, across 
these studies, looking behavior and inconsistent findings 
have been related to several factors, such as the degree 
of symptom severity, the use of small and heterogene-
ous participant samples, differences in outcome meas-
ures, differences in stimulus and task characteristics, 
etc. Likewise, our eye-tracking findings may be deter-
mined by several factors inherent to the experiment or 
the participant group. First, our experiment involved 
the presentation of neutral faces without external fea-
tures such as hair and ears. While this type of stimuli 
ascertains control over low-level stimulus properties, 

they are not highly ecologically valid. It is possible that 
the use of other, more realistic face stimuli (e.g., embed-
ded within a naturalistic scene) or expressive faces would 
have yielded different results. Second, it is known from 
the earliest eye-tracking studies that task demands and 
context influence gaze behavior [106]. Hence, by using 
active face processing tasks or by using stimuli display-
ing social interactions that necessitate particular gaze 
behavior, we might have observed different results. Third, 
the use of a well-selected, well-matched and homogene-
ous participant sample in terms of age, gender, IQ and 
diagnostic status ensured that any observed differences 
between groups, if found, would be related to ASD symp-
tomatology and not to other factors. On the other hand, 
however, one may question whether the current findings 
may generalize to other samples or whether other sam-
ples may have revealed group differences in face process-
ing. Nevertheless, in spite of all these potentially shaping 
factors, the absence of evidence for the “excess mouth/
diminished eye gaze” hypothesis in ASD in our study 
adds to a growing list of studies, suggesting that this is 
not a valid hypothesis. In this regard, it is important to 
note that multiple recent reviews concluded that the 
empirical evidence for the “excess mouth/diminished 
eye gaze” hypothesis in ASD is very limited, even while 
using more realistic and dynamic scenes across multiple 
participant samples (ranging from infants to adults and 
from low-functioning to high-functioning individuals) 
(e.g., [27, 30, 31, 50, 64]). Thus, even though abnormali-
ties in the social use of eye contact constitute one of the 
key clinical symptoms of ASD (DSM-5; [2]), this should 
not necessarily imply that it applies to all individuals with 
the diagnosis. Moreover, it is only an assumption driven 
by an initial pioneering study [48] that abnormal use of 
eye contact in daily life would manifest in laboratory 
situations as decreased looking to the eyes and increased 
looking to the mouth. In this regard, the recent move-
ment of using real-life models in research might shed 
light on this issue (e.g., [12, 71]). For example, it has been 
shown that in neurotypicals, direct eye contact with a 
real-life model increased skin conductance (a proxy for 
stress arousal) more strongly as compared to direct gaze 
from a video-recorded model [71].

The reason why eye contact may be atypical in (some) 
individuals with ASD is currently unknown. It is prob-
able that the experience of eye contact varies across the 
autism population. ASD reflects a heterogeneous spec-
trum, so some individuals with ASD may be indifferent to 
eye contact, whereas others may experience it as unpleas-
ant or intrusive. Many autism therapies encourage chil-
dren and adults to make eye contact. To design the most 
optimal intervention approach, it is important to under-
stand whether clinicians are teaching people with ASD to 
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pay attention to something that does not interest them or 
that makes them feel uncomfortable. While we could not 
fully answer this question, our study with the combined 
eye tracking and EEG approach suggests that looking to 
the eyes is not particularly uncomfortable or atypical for 
the ASD group. In the first place, because participants 
with ASD spend a similar amount of time looking to the 
eye region. Secondly, because here, we demonstrate that 
individuals with ASD show a very similar neural EEG 
response to this specific eye region. If looking at the eyes 
would have been irrelevant or highly uncomfortable for 
individuals with ASD, a respective lower or higher EEG 
response would have been expected, even when the pro-
portional looking time is identical. One could argue that 
the identical neural response toward eye gaze in the ASD 
group may result from combining a subgroup of indif-
ferent low responders with a subgroup of oversensitive 
high responders, but this hypothetical pattern is not sup-
ported by inspection of the group variances nor the indi-
vidual subject data. Accordingly, based on the current 
EEG data obtained with frequency-tagged neutral faces, 
we have to conclude that direct gaze is not experienced 
any differently in boys with ASD. This finding aligns with 
a study investigating the modulation of the autonomic 
nervous system (ANS) response based on direct gaze, 
showing similar modulation of pupillometry responses in 
ASD as in controls ([62], but see [45]). Evidently, as is the 
case in most face processing research, the current study 
merely involved the processing of fairly artificial non-
interactive still face stimuli, which does not preclude that 
more robust group differences in the (neural) processing 
of eye contact may still be observed in real-life dyadic 
interactions.

Larger neural responses for lower vs. upper face halves 
in TD participants
Despite looking more to the eye region than to the mouth 
region, TD participants showed larger neural responses 
for the lower halve of the face displaying the mouth 
region. Several factors can account for this observation. 
First, the total surface of the face that is frequency-tagged 
is slightly larger for the bottom face half than the top half 
(about 3.5%). Second, there may be more physical simi-
larity between the different top halves than the bottom 
face halves appearing during a stimulation sequence. 
Third, there may be an advantage in processing shapes 
in the lower versus upper visual field [84]. Finally, TD 
participants looked a large amount of time at the nose 
region, which can explain this pattern. Across all par-
ticipants, looking at the nose is related to larger neural 
responses to the mouth (note that the correlation does 
not reach significance in the TD group, presumably 
due to the few data points). Moreover, the TD controls 

look lower in the nose AOI, closer to the mouth (Fig. 5). 
Together, these results indicate that while individual dif-
ferences in the amplitude of the neural responses are 
partially determined by the fixations, frequency-tagged 
neural responses additionally measure covert attention. 
This is also illustrated in a study by de Vries and Baldauf 
[24]: While fixation remained constant (on the nasion), 
top-down attention to either the top or the bottom half 
of faces increased the frequency-tagged MEG response 
to that respective part. Moreover, by combining these 
responses with fMRI, they found that frequency-tagged 
neural responses to the mouth were mostly measured 
over the occipital face area (OFA), whereas responses 
to the eyes were measured in the OFA and the superior 
temporal sulcus (STS). In the current study, responses 
to both face halves were maximal over occipital areas, 
possibly suggesting that the STS activity to the eyes was 
not captured by the scalp electrodes, leading to lower 
responses to the upper face half with the eyes.

Atypical eye contact in ASD is reflected by more 
exploratory face scanning style
By probing the individual temporal patterns in the eye-
tracking data, we observed significant group differences 
in face exploration dynamics that did predict individual 
group membership with an accuracy of 72%, p = 0.06. 
The individual face exploration dynamics involved 
fixation transition matrices obtained from observ-
able Markov models (OMM), the mean fixation dura-
tion, saccadic amplitude and dispersion. Specifically, we 
observed that the ASD group used a more exploratory 
and less stable face scanning strategy as compared to 
the TD group. These results contradict previous studies 
finding less exploration and more visual persistence in 
ASD [32, 76, 91]. However, in these other studies, gaze 
exploration was investigated in dynamic scenes, in face-
to-face interactions or in pictures of everyday scenes. In 
our study, in contrast, static and isolated faces were pre-
sented without external features and without particular 
task demands. These characteristics may have potentially 
limited explorative behavior in general, as can also be 
observed in Fig. 7, in which the values along the diagonal 
are large. In line with our finding of more gaze explora-
tion in the ASD group, other studies also found reduced 
fixation durations in school-aged children with ASD and 
6–9-month-old infants at high risk for ASD as compared 
to TD controls [43, 46, 57, 101]. While we observed sig-
nificant group differences in face exploration, the accu-
racy of assigning group membership is only moderate. 
Especially when base rate occurrence of ASD is taken into 
account [1 in 59 children according to the most recent 
estimates of the Center for Disease Control (CDC; [4]; 
but see [29]), there is not much evidence that one would 
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be able to provide a powerful screening instrument based 
on these features. Still, these results underline the value 
of taking the temporal dynamics of eye-tracking data into 
account. For example, the fact that participants from the 
ASD group shift their gaze more frequently as compared 
to TD controls might suggest atypical eye contact, even 
when total looking time at the eyes is the same. Since this 
is the first study using OMMs to probe facial dynamics in 
ASD, further studies should assess the generalizability of 
this result to other stimuli and participants.

The observation that participants in the ASD group 
switch more frequently between different AOIs might 
relate to the more feature-based face perception strat-
egy often reported in ASD, in contrast to the configural 
or holistic face processing strategy employed by neuro-
typical individuals (e.g., [8]). Participants in the TD group 
look mostly at the eyes and nose, and they generally keep 
fixating the same AOI. This point between the eyes and 
the nose is related to the ‘optimal/preferred fixation 
point’ for a range of face perception tasks [67] and has 
also been shown to be the preferred first fixation point 
in free social interactions [69]. Participants from the 
ASD group generally look a bit higher around the eyes, 
and they tend to switch more often between the facial 
features, possibly reflecting a less configural and more 
feature-based perceptual style. A more feature-based and 
less holistic face perception strategy was also observed 
in a previous EEG study with this same sample of par-
ticipants [96]. There we found a strong face inversion 
effect for implicit facial identity discrimination in the TD 
group, while this inversion effect was absent in the ASD 
group, pointing toward a less configural and more fea-
ture-based face perceptual style.

Overt vs. covert attention to faces
Participants from the ASD group also look more out-
side the face. This finding is in line with the literature, 
for instance with other findings [5, 50, 61, 98]. This 
might reflect the fact that not particularly the eyes, but 
the whole face in general is perceived as less attractive 
or even threatening and therefore avoided. Although the 
neural responses are not in line with this interpretation 
(no group difference in neural responses), it might be 
that participants from the ASD group slightly look next 
to the face, at the edges. (This can also be seen in Fig. 5.) 
So overtly they might not look at the faces, but covertly 
they still seem to process the faces to the same extent. 
In this study, a rectangle surrounded the face images 
and participants were instructed to press a button when 
the color of the rectangle changed. Although behavioral 
results were not different between groups, participants of 
the ASD group might have been slightly more focused on 
this orthogonal task.

Limitations
This study initiates new questions that will require fur-
ther research. In particular, whether these results are 
generalizable to a broader range of different participants 
should be investigated. Here, we only included a relatively 
small, selective subsample of boys with ASD showing 
average to above-average intelligence and no language 
deficits. Due to the small sample size, particularly the 
discriminative analyses should be regarded as explora-
tory. With small sample sizes, discriminative analyses are 
prone to overfitting if one does not pay sufficient atten-
tion to the complexity of the model. Therefore, models 
that do not require extensive (hyper-) parameter fine-
tuning should be preferred, and permutation tests should 
be implemented to assess the statistical significance of 
the result. Although permutation testing ensured statis-
tical control, future work should validate the analyses in 
independent samples. Although the homogeneity of this 
sample allowed controlling for confounding factors such 
as age, IQ and gender, future studies may benefit from 
the inclusion of females with ASD and more severely 
affected individuals, including individuals with low IQ. 
The implicit and fast nature of the experiment makes it 
extremely applicable to different participant samples that 
are otherwise not easy to test.

Conclusions
Despite finding differential proportional looking times 
toward the eyes or the mouth of a face and in the sali-
ency of neural processing of the two regions of a face as 
determined by frequency-tagging EEG, the present study 
did not report group differences between boys with and 
without ASD. This suggests that the eye region is not 
experienced as less relevant (which would be indexed 
by lower saliency) or more threatening (which would be 
indexed by increased saliency) in ASD.Together with the 
intact eye-tracking data, these findings refute the excess 
mouth/diminished eye-processing hypothesis in ASD. 
Modeling of the individual temporal dynamics of the eye 
gaze data demonstrates that boys with ASD apply a more 
explorative face exploration strategy, possibly reminis-
cent of the more feature-based and less configural per-
ceptual style, which has often been suggested in ASD.
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gazing at the edge of the image or outside the image, we limited the 
dataset to those data falling inside the face image, where a margin of 50 
pixels is taken into account.
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